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We present a generalized energy-based fragmentation (GEBF) approach for approximately predicting the
ground-state energies and molecular properties of large molecules, especially those charged and polar molecules.
In this approach, the total energy (or properties) of a large molecule can be approximately obtained from
energy (or properties) calculations on various small subsystems, each of which is constructed to contain a
certain fragment and its local surroundings within a given distance. In the quantum chemistry calculation of
a given subsystem, those distant atoms (outside this subsystem) are modeled as background point charges at
the corresponding nuclear centers. This treatment allows long-range electrostatic interaction and polarization
effects between distant fragments to be taken into account approximately, which are very important for polar
and charged molecules. We also propose a new fragmentation scheme for constructing subsystems. Our test
calculations at the Hartree-Fock and second-order Møller-Plesser perturbation theory levels demonstrate
that the approach could yield satisfactory ground-state energies, the dipole moments, and static polarizabilities
for polar and charged molecules such as water clusters and proteins.

1. Introduction

Linear scaling electronic structure algorithms have been
developed for more than a decade, which are expected to be
applicable to quantum mechanics calculations of large mol-
ecules. Many useful algorithms have been proposed for the
Hartree-Fock (HF) and density functional theory (DFT)
calculations,1-11 post-HF calculations such as Møller-Plesser
perturbation theory (MP) and coupled cluster theory (CC).12-32

In addition, some lower order or linear scaling algorithms for
energy gradient calculations7,8,29-32 and molecular properties
calculations33-36 have also been proposed. For instance, the static
response properties of molecules are usually computed through
solving the coupled-perturbed self-consistent-field (CPSCF)
method, whose computational cost scales as the fifth power of
the number of basis functions.37,38Several approaches have been
developed for reducing the scaling of the CPSCF calculation.33,34

Among them, a promising approach is the linear scaling density
matrix perturbation theory developed very recently.35,36 How-
ever, such linear scaling algorithms have not been established
as a practical tool for geometry optimizations and molecular
properties calculations, because the crossover between these
linear scaling algorithms and corresponding conventional meth-
ods occurs at quite large molecules.

The development of alternative approaches for performing
quantum chemistry calculations for very large molecules, such
as molecular fragmentation approaches, is also an active area
in the recent years.39-59 There are mainly two types of
fragmentation approaches, one is the density matrix (DM) based
approach39-46 and the other is the energy-based approach.50-59

In the DM-based approaches, the total energy of a target
molecule is calculated from the assembled density matrix, which
is constructed from the density matrices or molecular orbitals

(MOs) of a series of subsystems. Such DM-based approaches
have been shown to be capable for giving quite accurate ground-
state energies and some molecular properties. But the use of
this type of approach for performing geometry optimizations
and frequency calculations of large molecules has not been
achieved. However, in various energy-based approaches, the
total energy of a target molecule can be directly derived from
the energies of all subsystems constructed according to a
fragmentation scheme. This type of approach is generally
applicable at various theory levels and can be easily imple-
mented for the geometry optimizations, calculations of vibra-
tional frequencies and other properties. Depending on different
fragmentation schemes, various energy-based approaches have
been proposed.50,51,53-56,59These approaches have been shown
tobequitesuccessful fornonpolaror lesschargedmolecules.53-56,59

But test calculations also showed that they might give less
accurate results for highly polar and charged molecules.53 To
treat the charged molecules, Jiang and Ma et al. improved our
previous work in their electrostatic field-adapted molecular
fractionation with conjugated caps (EFA-MFCC) approach by
adding point charges on the charge centers of those charged
groups (outside a given subsystem).57 Then, these point charges
are incorporated in the quantum chemistry calculations of
various subsystems. This modified approach was found to give
improved results for some charged biomolecules. However, their
approach is not applicable for highly polar molecules such as
R-helix polypeptides and water clusters, and also for those
charged molecules with delocalized charges in some groups (in
which charges may spread over several atoms rather than a
specific atom). To treat large cluster systems, Sakai and Morita
recently proposed the integrated multicenter molecular orbitals
(IMiCMO) method,50,51 which can also be considered as a
energy-based fragmentation approach. In this approach the total
electronic energy of a larger cluster system is also expressed as* Corresponding author. E-mail: shuhua@nju.edu.cn.
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the summation of electronic energies of some small clusters.
For a given small cluster, those distant molecules (outside this
cluster) are also modeled by point charges, which are incorpo-
rated in the quantum calculation of this cluster. The method
has been shown to give satisfactory ground-state energies and
vibrational frequencies for neutral and charged water clusters.

In the present work, we suggest a generalized energy-based
fragmentation (GEBF) approach for treating general large
molecules (macromolecules or large cluster systems), which may
be charged or highly polar. In this approach, those distant atoms
of the target molecule, which are not explicitly included in a
given subsystem, are represented as point charges. These point
charges are then incorporated in the quantum calculations of
subsystems. In this way, not only the electrostatic interaction
between distant fragments but also the polarization of a given
fragment by distant atoms of the target molecule are ap-
proximately taken into account. The way we use here for treating
the interaction between distant fragments is similar to that in
the field-adapted adjustable density matrix assembler (FA-
ADMA) approach41 and the IMiCMO method.50,51 The main
purpose of this paper is to develop a very simple but effective
way to compute the total energy of a general large system (this
molecule may be a macromolecule or a weakly bonded cluster
system). It should be mentioned that the treatment of the present
approach for large cluster systems is somewhat similar to the
IMiCMO method.50,51 However, an advantage of the present
approach over the IMiCMO method is that the present approach
is also applicable for treating general large macromolecules, in
which different parts are bonded covalently. In comparison with
the previous EFA-MFCC approach,57 the present approach
represents a further improvement because the electrostatic
interaction between polar groups is now taken into account. In
the present work, we also propose a new fragmentation scheme,
which is different from those in all previous works.50,51,53-56,59

In addition, the GEBF approach is shown to be directly
applicable for approximately computing the dipole moment and
static polarizability of large molecules.

This paper is organized as follows. In section 2, the theory
and computational details of the GEBF approach are introduced.
In section 3, we illustrate the accuracy of this approach for some
typical macromolecules and larger clusters, and make compari-
sons with conventional calculations. Finally, a brief summary
is given in section 4.

2. Methodology

In previous energy-based fragmentation approaches,51,53-57,59

the total ground-state energy of the target system can be
expressed as

whereEm andCm is the ground-state energy and coefficient of
the mth subsystem andM is the number of constructed
subsystems. The basic procedures of these energy-based frag-
mentation approaches include (1) divide a target molecule into
small fragments, (2) construct subsystems from small fragments
according to some rules, (3) perform conventional quantum
chemistry calculations on these subsystems, and (4) obtain the
total energy of the target molecule using eq 1. It should be
pointed out that in constructing subsystems, only the local
surroundings of a given fragment within a given distance are
explicitly considered. In other words, the interaction between a
given fragment and those distant atoms of the target molecule

is completely ignored. For nonpolar macromolecules, the neglect
of this interaction has little influence on the calculated total
energy, as shown in previous test calculations.53-56,59However,
this approximation will lead to serious errors for charged and
highly polar macromolecules such as proteins or water clusters,
in which the interaction between two distant fragments may be
electrostatic in origin and thus long-range.

Before we introduce a GEBF approach for treating general
molecules, we will propose a new way of constructing sub-
systems for a given target system. The overall procedure
follows: (1) Divide a target molecule into fragments of
comparable size. (2) Cap each fragment (called central fragment)
with its neighboring fragments to construct closed-shell sub-
systems. For convenience, these subsystems are called primitive
subsystems (the total number is equal to the total number of
fragments). If the neighboring fragment is bonded to the rest
of the system by a covalent single bond X-Y (X belongs to
this fragment), we need to replace the X-Y bond with the X-H
bond. The position of this added hydrogen atom could be
determined as discussed elsewhere.53 Here, for a given fragment,
its neighboring fragments are those fragments that are linked
to this fragment through a covalent bond or a hydrogen bond.60

In some cases such as molecular clusters, each molecule is
chosen as a fragment, and its neighboring fragments are defined
to be those molecules within a given distance thresholdê1.
Obviously, a largerê1 value will generate larger subsystems
and thus lead to more accurate results. To take a compromise
between accuracy and computational cost, we usually choose a
moderateê1 value. For example, for water clusters, we setê1

to be 3 Å. If a subsystem is totally embedded in another larger
subsystem, then this subsystem is eliminated from the list.
Suppose that the maximum number of fragments in all primitive
subsystems isnmax (there may exist many such subsystems).
(3) Constructm-fragment (m) nmax - 1) derivative subsystems.
If the net number of a specificm-fragment interaction term
occurring in all primitive subsystems isk, we then construct a
derivative subsystem containing thesem fragments, with its
coefficient being chosen as (1- k). Thus, the net number of
each specificm-fragment interaction term in all subsystems (both
primitive and derivative) is 1. Similarly, for all otherm-fragment
interaction terms, we can construct their corresponding deriva-
tive subsystems. (4) Form-fragment (m ) nmax - 2, ..., 2, 1)
interaction terms, we repeat the process described above to
construct corresponding derivative subsystems. (5) Construct
additional two-fragment subsystems. Although in primitive and
derivative subsystems, most important two-fragment interactions
have been taken into account, many non-negligible two-fragment
interactions are not included explicitly. In general, if the distance
between two fragments is larger than a thresholdê2 (ê2 is set
to be 8 Å in ourcalculations), the interaction between these
two fragments can be approximately modeled by the Coulomb
interaction between point charges of these two fragments.
However, when the fragment-fragment distance is less than
ê2, it is better to compute their interaction by subtracting the
energy of the corresponding dimer from the energies of two
separated monomers (formed by adding hydrogen atoms to
fragments if necessary). As a result, some two-fragment
subsystems (the distance between two fragments is less than
ê2) are added to get more accurate results. To illustrate this new
fragmentation scheme, we take mixed-R/310-acetyl(gly)6NH2 as
an example. This molecule can be divided into six fragments,
as shown in Figure 1. According to the connectivity of various
fragments, we can form six subsystems in the first step, which
can be denoted as (1234), (1235), (12346), (13456), (2456), and

ETot ) ∑
m

M

CmEm (1)
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(3456) (the labels of fragments are combined to specify a
subsystem, and hydrogen atoms added for saturating dangling
bonds are implicitly assumed to belong to the corresponding
fragment; see Figure 1). Clearly, two subsystems (1234) and
(3456) can be eliminated because they are included in two larger
subsystems (12346) and (13456). Then the retained four
primitive subsystems are (1235), (12346), (13456), and (2456),
in which the maximum number of fragments in these subsystems
is five, as seen in Table 1. Second, by checking four-fragment
interaction terms in four subsystems, we construct corresponding
derivative subsystems. For example, because the 1-2-3-4 term
occurs only once in all four primitive subsystems, it is not
necessary to construct a derivative subsystem (1234). But for
the 1-3-4-6 term, we can see that it occurs twice in two five-
fragment subsystems, so we have to build a derivative subsystem

(1346) and set its coefficient to be (-1). In a similar way, we
can build three-fragment, two-fragment, and one-fragment
derivative subsystems. Totally, for this model system 14
subsystems can be obtained (as shown in Figure 1) and their
coefficients are listed in Table 1. By checking this table, one
can see that the net number of each intrafragment term or each
specificn-fragment term (n ) 2, 3, ...,nmax ) is 1.

It should be pointed out that in the construction of all
subsystems, most important three- or four-fragment interaction
terms are included, but not all of them are explicitly treated.
The neglect of some three- or four-fragment interaction terms
may give rise to some errors in the total energy, but our
calculations show that the addition of corresponding three- or
four-fragment subsystems only brings insignificant improve-
ment. For a target system, the construction of all subsystems
can be initiated by manually assigning all fragments, and then
the subsequent steps can be completed automatically by running
a program. Within this fragmentation scheme, the renumbering
of all fragments in the target molecule will lead to identical
subsystems. Thus, the same total energy will be obtained,
regardless of the labels of various fragments.

An essential requirement for an energy-based fragmentation
approach is that the net number of added hydrogen atoms (“link”
atoms) must be zero. Let us analyze whether the above-described
fragmentation procedure meets this requirement. In general, an
arbitrary fragmenti is linked to fragmentj through a covalent
bond (otherwise no link hydrogen atoms are required). Accord-
ing to our construction rules described above, the net number
of subsystems including both fragmentsi and j, λij, must be
equal to 1. In other subsystems includingi but without j, an
extra hydrogen atom must be bonded toi. Assume that the net
number of such subsystems is denoted asλi(j). In addition, we
know that the net number of subsystems includingi, λi, must
be equal to 1. Becauseλi ) λij + λi(j), we then deduceλi(j) ) 0.
This result clearly shows that extra hydrogen atoms bonded to
fragmenti occurring in all subsystems are cancelled.

As shown previously, the total energy of a large molecule
can be approximately obtained from eq 1 through the calcula-
tions of all subsystems if the target molecule is nonpolar and
neutral. However, for highly polar or charged molecules, we
have suggested earlier that those atoms not included in a given
subsystem should be approximately represented as point charges.
Then these point charges located at the corresponding nuclear
centers are incorporated into the quantum calculations of all
constructed subsystems, which can be done with the Gaussian
03 program61 (thus no additional programming effort is needed).
So within the GEBF approach, each subsystem is computed in
the presence of point charges on those distant atoms (outside
this subsystem). It should be pointed out that charges on those
junction atoms (atoms replaced by extra hydrogen atoms) are
fully taken into account in calculations on subsystems (because
they are far apart from the central fragment and their influence
can be neglected). Now we discuss how to obtain these partial
charges used for quantum chemical calculations on subsystems.
Although various schemes have been proposed to compute
atomic charges,62-67 we have found that the use of natural
charges from natural population analysis (NPA)66,67 leads to
satisfactory results, as shown later in the next section. An
iterative way for obtaining these natural charges can be described
below. First, we perform a standard HF (or DFT) calculation
for each primitive subsystem without including background
charges. Then, only natural charges on the central fragment are
extracted from the corresponding NPA calculation. Calculations
on all primitive subsystems (its number is equal to the number

Figure 1. Fragmentation scheme and constructed subsystems for
mixed-R/310-acetyl(gly)6NH2. In the schematic diagram, solid lines
between fragments stand for covalent bonds, and dashed lines stand
for hydrogen bonds. In the primitive subsystems, the central fragment
is denoted with a cycle. For all subsystems, hydrogen atoms added for
valence saturation are explicitly displayed.

TABLE 1: All Subsystems Constructed for
Mixed-r/310-acetyl(gly)6NH2

a

subsystem coefficient components subsystem coefficient components

1 1 (1235) 8 -1 (246)
2 1 (12346) 9 -1 (456)
3 1 (13456) 10 1 (13)
4 1 (2456) 11 -1 (25)
5 -1 (1346) 12 1 (46)
6 -1 (123) 13 1 (2)
7 -1 (135) 14 1 (5)

a Components of a given subsystem stand for all fragments involved
(hydrogen atoms may add).
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of fragments) will produce an initial guess for partial charges
on all atoms. Next, these partial charges are incorporated in the
HF (or DFT) calculation of each primitive subsystem (to replace
those distant atoms), and partial charges on all atoms of the
target molecule can be recalculated as described above. In
principle, we could repeat the above step until partial charges
on all atoms are converged. In fact, we have found that one
iteration is usually enough to produce nearly convergent natural
charges. Therefore, the natural charges from the first iteration
are employed for the energy and properties calculations of the
target molecule in the GEBF approach.

The most important question for the GEBF approach is how
to obtain the total energy expression of a target molecule from
the energies of its various subsystems. Fortunately, we find that
there exists a very simple relationship between the total energy
of the target molecule and those of all subsystems constructed
within the GEBF approach,

where Ẽm is the total energy of themth subsystem including
the self-energy of charges (on those distant atoms),Cm is the
coefficient of themth subsystem, andQA is the partial charge
on atom A. We will give a simple analysis for the derivation of
this equation. Suppose there areM subsystems constructed for
a target molecule. For an arbitrary fragmenti, if all atoms of
this fragment are treated as background point charges, we denote
this fragment as a dummy fragmenti′. Because the total net
number of fragmenti and its dummy counterpart occurring in
all subsystems isλi + λi′ ) ∑m

MCm, the net number of the
dummy fragmenti′ is λi′ ) ∑m

MCm - 1 (λi ) 1 by construc-
tion). If we simply calculate the total energy of the target system
as the sum of energies of all subsystems, the self-energy of the
charges on each fragment will be counted for (∑m

MCm - 1)
times and thus should be removed. On the other hand, in all
subsystems the two-fragment interaction term betweeni and j
may exist in four different forms, such asi-j, i-j′, i′-j, and
i′-j′, with their net number denoted asλij, λij ′, λi′j, and λi′j′,
respectively. For instance, thei-j′ term denotes that in a given
subsystem the fragmenti is explicitly treated, and the fragment
j is modeled as point charges. By construction, we haveλij +
λij ′ + λi′j + λi′j′ ) ∑m

MCm. If the distance between fragmentsi
and j is less thanê2, we haveλij ) 1 andλij ′ ) λi′j ) 0 (λij ′ )
λi - λij). As a result,λi′j′ ) ∑m

MCm - 1. Thus the i′-j′
interaction term has been counted for (∑m

MCm - 1) times and
should be removed (because thei-j interaction term has been
incorporated). If the distance betweeni and j is larger thanê2,
λij ) 0 andλij ′ ) λi′j ) 1. Then,λi′j′ ) ∑m

MCm - 2. It is well-
known that when two fragments are separated from a distance
ê2 (8 Å in the present work), the two-fragment interaction terms
approximately satisfyEij ≈ Eij ′ ≈ Ei′j ≈ Ei′j′. Because the
interaction termsi-j′, i′-j, and i′-j′ are all included in the
energies of all subsystems, we should remove thei′-j′ term
for (∑m

MCm - 1) times to ensure that the interaction betweeni
and j is only counted once. In summary, a combination of all
the intrafragment and two-fragment electrostatic interaction
terms required to be deleted is just equal to the second term of
eq 2, which completes the proof.

One may wonder whether eq 2 can also be extended for
calculations on some molecular properties of large molecules.
By adding an external electric fieldFi (i ) x, y, z) to a molecule,
one can express the dipole moment and static polarizability as

the first and second derivatives of the total energy with respect
to the electric field,68

Then, within the GEBF approach, the dipole moment, and static
polarizability of the target molecule can be approximately
calculated a

whereΩ̃m is the corresponding property of themth subsystem
(with distant atoms represented as point charges). In a recent
work by Zhang et al.,69 a similar formula for estimating the
dipole moment was implemented in their molecular fractionation
with conjugated caps (MFCC) approach, but the subsystems
were not in the presence of background charges. Equation 5
could also be applied to calculate other molecular properties,
which will be explored in our future work. In addition, we found
that within the current implementation of the GEBF approach,
it is difficult to give quantitative predictions on static hyper-
polarizability, which can be derived from the third energy
derivatives. The reasons are not clear yet.

3. Results and Discussion

In this section, we will illustrate the effectiveness and
applicability of the present GEBF approach for various highly
polar and charged systems, including small proteins and water
clusters. All the conventional quantum chemistry calculations
for the target systems and their subsystems are performed with
the GAUSSIAN 03 package.61 For MP2 calculations, all
electrons are correlated, and 6d Cartesian functions are used
for polarized basis sets. The present GEBF approach has been
implemented in the LSQC quantum chemistry package.70

First, we want to investigate the influence of different types
of point charges on the total energy of the target system. We
have taken (H3O+)5(HO-)5(H2O)22, a heavily charged water
cluster, as a test molecule. Table 2 shows the energy deviations
obtained from the GEBF approach with respect to the corre-
sponding conventional values at the HF and MP2 levels (6-
311G* basis set is used). Here the point charges are calculated
from the conventional HF calculation on the whole system. One
can see from Table 2 that if point charges are not considered,
both the HF and MP2 energies given by the GEBF approach
deviate from the conventional values by-61.72 and-130.03
milliHartree (mH), respectively. When the natural charges66,67

are used as background charges, the GEBF-HF and GEBF-MP2

ETot ) ∑
m

M

CmẼm - (∑
m

M

Cm - 1)∑
A

∑
B>A

QAQB

RAB

(2)

TABLE 2: GEBF-Energy Deviations with Respect to the
Conventional Energies for (H3O+)5(HO-)5(H2O)22 by Using
Different Types of Atomic Chargesa

energy deviation (mH)

charges HF MP2

no charges -61.72 -130.03
Mulliken -5.44 -8.87
ESP -7.06 -8.36
Natural -0.49 0.34

a The conventional HF and MP2 energies are-2432.28054 and
-2439.75819 au, respectively.

µi ) - ∂E
∂Fi

(i ) x,y,z) (3)

Rij ) - ∂
2E

∂Fi∂Fj
(i, j ) x,y,z) (4)

ΩTot ) ∑
m

M

CmΩ̃m (Ω ) µi,Rij, ...) (5)
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energies are different from the conventional values only by less
than 0.5 mH, significantly better than those with Mulliken
charges62,63 and electrostatic potential (ESP) charges.64,65 For
other systems, we also obtained similar trends. Thus the natural
charges are adopted in the present work. Next, for this molecule,
we have investigated how many iterations are required to obtain
nearly convergent natural charges, according to the procedure
described earlier in the preceding section. The results are listed
in Table 3. One can see that the GEBF-HF and GEBF-MP2
energies are almost convergent when the natural charges are
obtained from the first iteration. In addition, a comparison of
the natural charges from the GEBF approach with those from
the conventional calculation on the whole system (listed in the
last column of TABLE 3) shows that the mean deviation
between them is only 0.003 after the first iteration. This result
indicates that the natural charges after the first iteration are quite
close to those exact natural charges from the whole system,
and thus can be adopted as background charges in subsystem
calculations. It should be mentioned that the sum of charges on
all atoms of the whole system obtained in this way is not a
precise integer value. But the calculated total charges usually
deviate from the corresponding integer by a small value. For
example, the total natural charge is only-0.034 for (H3O+)5-
(HO-)5(H2O)22.

The systems we have chosen for validating the applicability
of the GEBF approach at the HF level are a series of water
clusters and proteins. They include ice-like water clusters (H2O)n
(n ) 32, 48, 64, 80, 96), and (H3O+)5(HO-)5(H2O)22, three
conformers of acetyl(ala)nNH2 peptide (n ) 10, 18), and eleven
proteins from the protein data bank (PDB).71 For some medium-
sized molecules, we have used the 6-311G** or 6-311G* basis
set, and for relatively larger proteins we have used the 6-31G
basis set for saving the computational time. The geometries of
all studied molecules are taken from other literatures or
constructed by us. For these systems, the fragmentation details
are described below. For water clusters, each water molecule
is selected as a fragment. And for proteins, we cut the C-C
bond betweenR-carbon and the carbonyl group in the central
residues, the S-S bond between two residues, and the C-C
bond betweenâ- and γ-carbons in five residues with large
side chains (Arg, Lys, Phe, Trp, and Tyr).

For selected water clusters and proteins, we have shown their
total energies, dipole moments, and static polarizabilities
calculated by the conventional HF and GEBF-HF calculations
in Table 4 for comparison. For all studied systems, the
differences between the GEBF-HF energies and the conventional
HF values are less than 14 mH. For ice-like water clusters, the
GEBF approach can reproduce the conventional HF energies
quite well, with errors less than 4.0 mH. For the charged water
cluster (H3O+)5(HO-)5(H2O)22, the GEBF-HF energy deviates
from the conventional HF value only by-0.4 mH. But if
background charges are not included, the corresponding energy

TABLE 3: GEBF-Energy Deviations with Respect to the
Conventional Energies for (H3O+)5(HO-)5(H2O)22 by Using
Natural Charges from Different Iteration Stepsa

energy deviation (mH)

iteration step HF MP2
mean deviation
of NPA charges

0 -1.11 -1.33 0.0160
1 -0.35 0.49 0.0031
2 -0.36 0.47 0.0029
3 -0.36 0.47 0.0029

a In the last column, the mean deviation between the NPA charges
from the GEBF approach and those from the conventional calculation
on the whole system is listed.
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difference for this molecule will climb up to about 61.9 mH.
For three conformers of acetyl(ala)18NH2 peptide, the maximum
deviation of the GEBF-HF energy from the conventional HF
energy is 1.45 mH for theR-helix structure, but 47.76 mH if
the background charges are not included. But for theâ-strand
structure, the GEBF-HF energies differ from the conventional
values by about 1.1 mH either with or without background
charges. Although both conformers are not charged, it is well-
known that theR-helix structure is highly polar but theâ-strand
structure is a weakly polar molecule. The performance of the
GEBF approach for these two conformers shows that the GEBF
approach can give satisfactory descriptions for the polarization
effect introduced by polar groups. For eleven proteins with at
most 16 charge centers, their GEBF-HF energies deviate from
conventional HF energies by at most-13.38 mH for crambin
(PDB id: 1CNR), which is the largest molecule in our
calculations. For crambin, there are 642 atoms with 3597 basis
functions (6-31G), and in the GEBF calculations the largest
subsystem includes only 124 atoms with 675 basis functions.
On the other hand, one can see from Table 4 that for all systems
under study the GEBF approach can give satisfactory results
on the dipole moment and polarizability properties. For the
dipole moment, the largest and mean deviations with respect
to the conventional values are 5.2% and 0.9%, respectively. And
for the static polarizability, the largest and mean deviations are
1.9% and 1.2%, respectively. Therefore, all the results at the
HF level show that the present GEBF approach can predict the
ground-state energy, the dipole moment and polarizability fairly
well even for highly polar and charged molecules.

To illustrate the performance of the GEBF approach for post-
HF calculations, seven molecules are calculated with the
conventional and GEBF-MP2 approaches, with their results
listed in Table 5. The 6-311G* basis set is used for all MP2
calculations. From TABLE 5, one can see that for all seven
molecules, GEBF-MP2 energies deviate from the conventional
MP2 energies by at most 2.24 mH. For water clusters (H2O)n
(n ) 32, 40, 48), the largest deviation is 2.24 mH for (H2O)48,
in which the number of basis functions is 1200 for the whole
system but only 300 for the largest subsystem. For the highly
charged (H3O+)5(HO-)5(H2O)22, the GEBF-MP2 calculation
also gives remarkably accurate results. Thus, the GEBF approach
at the MP2 level is as successful as that at the HF level.

Although the computational cost of the GEBF approach at
the HF or post-HF level is expected to increase linearly with
the system size (because the number of subsystems grows
linearly with the system size), it is interesting to see where the
crossover between the conventional and GEBF calculations
occurs. For some systems shown in Table 4, we have found
that the computation cost of the GEBF-HF calculations is even
larger than that required by the conventional HF calculations.
This is because in these systems subsystems are only slightly
smaller than the whole system. If subsystems are noticeably

smaller than the target molecule, the crossover between
conventional HF and GEBF-HF calculations will occur at
medium-sized molecules. As shown in Figure 2 for ice-like
water clusters, one can see that the crossover point appears at
(H2O)48 (all the calculations are carried out on 3.0 GHz Pentium
4 workstations). On the other hand, at the MP2 level the
computational advantage of the GEBF approach over the
conventional approach is much more obvious. For instance, for
the water cluster (H2O)32 with the 6-311G* basis set, the
GEBF-MP2 calculation is already 7 times faster than the
conventional MP2 calculation. In addition, for large systems
conventional MP2 calculations are not feasible also due to the
lack of sufficient disk and memory space. However, within the
GEBF approach, if all subsystems can be treated at a theoretical
level, the target molecule can then be treated at this level no
matter how large it is. Furthermore, because the calculation of
each subsystem is independent of other subsystems, highly
efficient parallel computations can be achieved within the GEBF
approach, which are hardly possible within the conventional
HF or post-HF methods. Therefore, with a message-passing
interface (MPI)72 parallel technique, one can apply the GEBF
approach to perform ab initio quality calculations on systems
with thousands of atoms.

4. Conclusion

In this work, we have presented a GEBF approach for
approximately computing the ground-state energies and some
response properties of general large molecules, especially those
highly polar and charged molecules. In this approach, each
subsystem is placed in the background charges generated by
those distant atoms (outside this subsystem). This treatment
allows long-range electrostatic interactions and polarization
effects to be taken into account approximately, which are very

TABLE 5: HF and MP2 Energies Calculated from the Conventional and GEBF Approaches with the 6-311G* Basis Set

basis functions conventional (au) GEBF (mH)a

molecule
whole
system

largest
subsystem HF MP2 HF MP2

â-strand acetyl(ala)10NH2 1191 396 -2667.042 11 -2676.607 67 0.49 1.41
310-helix acetyl(ala)10NH2 1191 616 -2667.064 28 -2676.672 67 -0.32 0.33
R-helix acetyl(ala)10NH2 1191 628 -2667.045 58 -2676.659 72 0.27 1.01
(H2O)32 800 300 -2433.466 43 -2440.882 29 0.02 0.88
(H2O)40 1000 300 -3041.730 36 -3051.006 71 0.57 2.23
(H2O)48 1200 300 -3650.122 28 -3661.259 38 0.23 2.24
(H3O+)5(HO-)5(H2O)22 800 281 -2432.280 54 -2439.758 19 -0.35 0.49

a The relative energies with respect to the conventional HF or MP2 energies.

Figure 2. CPU times for conventional HF and GEBF-HF calculations
of ice-like water clusters at the 6-311G** basis set.
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important for highly polar and charged molecules. In addition,
we have introduced a new scheme for fractionizing a general
molecule. Our test calculations show that the present approach
can reproduce the conventional HF and MP2 energies within a
few milliHartrees for selected highly polar and charged mol-
ecules. Furthermore, some properties, such as the dipole moment
and static polarizability, can also be reasonably predicted within
the GEBF approach.

It should be mentioned that the GEBF approach has its
inherent limitations. For example, it is difficult to extend this
approach to molecules with highly delocalized electrons, such
as two-dimensional conjugated systems and radicals. We also
find that the GEBF approach is less successful for estimating
some molecular properties, which are dependent on the energy
derivatives of third or higher order, such as static hyperpolar-
izability. Despite these limitations, the GEBF approach, if
appropriately employed, is expected to become a promising
theoretical tool for performing ab initio quantum chemistry
calculations for very large molecules in the near future.
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(22) Almlöf, J. Chem. Phys. Lett.1991, 181, 319.
(23) Head-Gordon, M.; Maslen, P. E.; White, C. A.J. Chem. Phys.1998,

108, 616.
(24) Nakao, Y.; Hirao, K.J. Chem. Phys.2004, 120, 6375.
(25) Christiansen, O.; Manninen, P.; Jørgensen, P.; Olsen, J.J. Chem.

Phys.2006, 124, 084103.
(26) Förner, W.; Ladik, J.; Otto, P.; Cˇ ižek, J.Chem. Phys.1985, 97,
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